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Abstract—This paper proposes an evolutionary approach to
the network traffic optimization under the constraint of conges-
tion avoidance. The individuals of the evolving population directly
represents a set of paths in a network, and corresponding cross-
over and mutation operators are provided. The optimization is a
global one, i.e. it will not optimize the paths independently but
also taking link sharing into account. To avoid the situation that
the optimization will result in no traffic for some of the senders
(which is also an element of the feasible space in congestion
avoidance), we use the user fairness concept. A general approach
to user fairness is also provided. The fitness of an individual (path
set) is computed from the total traffic in the maxmin fairness
state. Experiments on certain graph structures were performed.
The results were compared with a path selection strategy based
on single path evaluation only. The experiments for networks
in the dimension 10 to 80 nodes demonstrate that an increase in
performance of around 10% can be achieved in many cases, even
with rather small population sizes and number of generations.

Index Terms—networking, network congestion, maxmin fair-
ness, fairness relation, evolutionary algorithm

I. INTRODUCTION

Optimal routing of traffic in communication networks is
still an important research issue. In comparison to other
optimization problems, there are a number of specific issues.
In general, fairness among users has to be taken into account.
If modeling a communication network as a graph, each link
can be assigned a maximum capacity. This is the maximum
amount of (for example data-) traffic that can be routed via this
link. Congestion occurs if the amount of incoming traffic ex-
ceeds this capacity. To avoid congestion, two approaches were
taken into account so far: in the “greedy” congestion control
approach, the entire traffic is routed among a path-topology (a
set of individual paths) based on some criteria and the traffic
on all incoming paths to the congested link is reduced by
some rule-of-thumb (or more elaborated concepts)[1][2][3][4].
In the global approach, an optimal point of the feasible space
of the traffic of all links is selected. The first approach is more
easy to realize in practice (it only needs computations at the
routers, senders, and/or receivers) than the global approach.
The global approach is at much higher computational cost, it
needs a centralized and more complex network control, and
it scales with the size of the network. However, more cost-
efficient networking hardware, and larger computational power
at the lower network layers are expected to make the global
approach more feasible as well. Moreover, realizations of the

global approach may help to justify the higher investment by
learning about the expected gains in performance.

In this paper, we want to investigate the opportunities of
the global approach. This needs clarification of the meaning
of “optimal” selection of a feasible point. Seen as a graph
problem, network traffic optimization is the assignment of
traffic routes and amounts to each sender. However, using stan-
dard combinatorial or real optimization in this context has an
important drawback. It cannot avoid that border points of the
feasible space may be selected as optimal points. If the problem
would be just to decide about cost-efficient network hardware,
then there is no big problem if one of the components would
not be needed at all. But in a communication network, a border
point of the feasible space could mean that some users may
not send traffic into the network at all - for the sake of having
optimal deployment of network resources. To explain this more
clearly, consider the following example.

In the so-called parking-slot scenario [5], a sender 1 is
sharing links in a network with two other senders 2 and 3. With
sender 2, she has to share link 1, and with sender 3 link 2. Both
links have a maximum capacity m for data transmission1. If
the incoming traffic for a link exceeds this maximum capacity
(congestion), the link distributes the overexcess traffic in a
linear manner (the traffic of sender i is denoted by xi): If
x1 + x2 > m, then x1 can only transmit m � x1/(x1 + x2),
and similarly for senders 2 and 3. If we want to maximize
the total throughput T = x1 + x2 + x3 of this network, we
have to consider whether links are getting congested or not.
For simplicity, we will assume x2 = x3. Then, if both links
are congested, the throughput T will be

T = m
x1

x1 + x2
+ 2m

x2

x1 + x2
= m

(
1 +

x2

x1 + x2

)
(1)

and since all xi ≥ 0, this expression attains its maximum
2m if x1 = 0. However, if at least one of the links is not
congested, the total throughput will be surely lower than 2m,
and the global optimum for the total throughput in this network
is indeed 2m for sending with x1 = 0 and x2 = x3 = m. This
is a rather unfortunate situation, as optimizing the traffic gives

1Note that the traffic could not be constant at any time-scale in reality, and
the sending rate at a given time-scale (i.e., averaging in a given unit time)
should be considered. Hereinafter we just assume that the sending rate can be
treated as constant for simplicity.
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raise to a solution where sender 1 cannot transmit any data
due to the sharing of network resources with more than one
other senders. It cannot be avoided, as long as such a minimum
share for sender 1 is part of the feasible space.

As a countermeasure, the concept of fairness has been
introduced in the network optimization [6]. Instead of seeking
a globally maximum of a certain measure, the allocation of
traffic to all senders is compared. The goal is to avoid a situ-
ation, where some senders get higher access to resources for
the price that other senders, who already share less resources
get even lower access to the same resources. A number of
formalizations have been provided, and a few algorithms exist
to find such an equilibrium state in the feasible space.

In this paper, we want to employ fairness for the global
approach to congestion control. Having a path assignment
for network routing of all send traffic, the fairness points
can be found by a standard algorithm, and the total traffic
can be easily found then as well, simply by adding up the
single traffics. Thus, the problem of optimizing the network
traffic is shifted to the selection of paths through the network
itself. Due to high complexity of this problem, we propose an
evolutionary computation of this path selection. Using a variant
of the Genetic Algorithm, where a path selections is directly
represented by the individuals of the evolving population, we
can use this metaheuristic to finally get a better path selection,
taking path overlap better into account than considerations
based on single path measures alone.

This paper is organized as follows. In section II, we have
to introduce some basic notations and concepts, which will be
needed later on. Then, section III introduces all components
of the proposed approach. Section IV will present a number
of experimental results and demonstrate the feasibility of the
proposed approach.

II. PREREQUISITES

A. Communication networks as graphs

In the following, we are considering communication net-
works as graphs G = (N, L), where N is a set of nodes Ni

(i = 1, . . . , nN ) and L is a set of links lj (j = 1, . . . , nL).
Alternatively, the notation lkl is used for a link connecting
node Nk and node Nl. Each link li (or lkl) has a capacity ci

(or ckl) assigned, which gives the maximum traffic that can be
routed via this link.

A path Π is a sequence of nodes, which are all connected
via links. The first node in the sequence will be called sender

(or source), and the last node receiver (or sink). Paths will be
written as Π = (Ni1 , Ni2 , . . . , Nip), where p is the length of
the path.

In the routing problem, we are considering a set of pairs
(Sik

, Rjk
) with k = 1, . . . , nT of corresponding senders and

receivers. Here sender k sends from node ik to the receiver k
at node jk.

B. Relations

We will also make use of the general notion of a relation
and its maximum set. In set theory, given two sets A and B, a

relation R(a, b) with a ∈ A and b ∈ B is specified as subset of
A×B. Thus, a relation is given as set of pairs (a, b), and only
the elements appearing in a pair together are seen as standing
in relation R to each other.

Each relation R with A = B has a maximum set (possibly
empty) of elements from A, to which no other element in A
is in relation R to it:

MR = {a| � ∃x ∈ A, (x, a) ∈ R} (2)

In particular we will consider the Pareto-dominance rela-

tion, where A = Rn (n-dimensional Euclid Space). It is said
that x ∈ Rn Pareto-dominates y ∈ Rn if for all i = 1, . . . , n
xi ≥ yi and for at least one j xj > yj holds. Correspondingly,
the Pareto-dominance relation can be defined for any subset of
Rn, or with regard to smaller values. The Pareto-dominance
is a general means for handling multi-objective optimization
problems, thereby extending the notion of the maximum of a
set of real numbers. The Pareto-dominance relation is transi-
tive, but it is not complete. The maximum set of the Pareto-
dominance relation is usually called Pareto front (or Pareto
set).

III. COMPONENTS

A. Fairness Theory

As already said in the introduction, the purpose of using
fairness is to avoid optimality of border points of the feasible
space. In the past, a number of definitions have been provided
for subsets of R+

n as feasible space:
1) Maxmin Fairness: here, an element x of the feasible

space is maxmin fair if for any other element y and
for each component yi of y, which is larger than the
corresponding component xi of x there is a component
xj of x which is (already) smaller than xi such that yj

is smaller than this component xj . In other words, the
“price” for improving at one component of a maxmin
fair point is always paid by another component, which
has already less.

2) Proportional Fairness: Here, a point x of feasible space
is considered proportional fair, if for any other point y∑

i=1,...,n

yi − xi

xi
≤ 0 (3)

holds. This definition is not as strict as maxmin fairness,
and is rather comparing the average gain of larger com-
ponents with the average loss of smaller components.

3) Weighted α−Fairness: This is a generalization of the
proportional fairness, and is using the expression∑

i=1,...,n

wi
yi − xi

xα
i

≤ 0 (4)

instead. For large exponents α, this fairness converges
to maxmin fairness.

So far, there has been no general concept of a fairness,
where all these approaches appear as special cases. In order
to gain some insight, we were basing fairness on a relation
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Fig. 1. Example for definition of generalized fairness relation, using P = xy
as averaging function.

among points of the feasible space, and seeking the maximum
set of this relation. In case there is only one point (we will see
that this holds for convex feasible spaces) then this is the fair
point (or fair state).

The formal way to get a generalized definition for fairness is
using an unbounded everywhere non-convex function P (x, y)
(in case of two components, only to simplify notation here).
For a given point (x0, y0), we define a fairness relation in the
following way:

1) Consider the surfaces P (x, y) = P (x0, y0) and its
tangent at the point (x0, y0). We call it iso-average

surfaces, and P the generating averaging operator.
2) The intersection of the feasible space and the halfplane

under the tangent not containing the surface is the
subspace dominated by (x0, y0) (see fig. 1). It is said
that (x0, y0) is more fair than any other solution (x, y)
within this subspace.

3) For this relation, we search the maximum set, i.e. the set
of all points (solutions) in the feasible space, for which
no other point of the feasible space is more fair. These
are the best solutions in terms of P .

For example, if we choose P (x, y) = xy, then this
procedure leads to the proportional fairness. If we choose
other power means (with negative exponent), we get alpha-
fairness, and if P (x, y) converges this way to the min(x, y),
the corresponding fairness relations converge to maxmin-
fairness. Table I gives a few more possible instances of such a
generalized fairness. In general, if f and g are invertible and
monotonic functions (somehow representing utility functions),
then the procedure can start from an expression like f(x)g(y),
or 1/f(x) + 1/g(y), and thus, the concept of fairness can be
generalized in a very flexible manner.

Having a generalized fairness, we can see general properties
of fairness points directly. For space reasons we will not give
the proofs here, but in fact all of them can be seen rather easily.

1) The fairness relation is not transitive and not complete.

TABLE I
EXAMPLES FOR AVERAGING OPERATORS, AND CORRESPONDING FAIRNESS

RELATIONS FOR TWO ARGUMENTS.

Averaging operator Fairness relation
xpyq p x−x0

x0
+ q y−y0

y0
≤ 0

(x + 1)y x−x0
x0+1

+ y−y0
y0

≤ 0

exy x − x0 + y−y0
y0

≤ 0

x + y (x − x0) + (y − y0) ≤ 0h
1
2

“
1

xn + 1
yn

”i−1/n
x−x0
xn+1
0

+ y−y0
yn+1
0

≤ 0

min[x, y] maxmin fairness relation

2) The maximum set of the fairness relation is a subset of
the Pareto set of the feasible space.

3) If the feasible sapce is convex (i.e. with x and y being
elements of the feasible space, also αx + (1−α)y with
α ∈ [0, 1] is an element of the feasible space) than the
maximum set contains only one point.

B. Maxmin Path Selection

For selecting path candidates, we take the robustness prin-
ciple into account and enforce the random selection of shorter
paths. Given nodes NA and NB , then Πmin(NA, NB) will be a
shortest paths in the network between these two nodes (if there
are more than one path of the same minimum length, then one
of them will be randomly selected). We select neighbouring
nodes to the shortest path from sender to receiver to get a set
of path candidates, and from these path candidates we select
the one with the largest minimum capacity along the path.

Algorithm MPS: Maxmin Path Selection

1) Get Πmin(S, R), the shortest path from sender to re-
ceiver.

2) Select r times a relay node P , which is a neighbouring
node to the shortest path. Compute the shortest path Π1

from sender node to relay node, and the shortest path
Π2 from receiver node to relay node. Join Π1 and Π2

and remove loops to get path candidate Π.
3) Assign the minimum capacity among all links of a path

candidate to the path, and select the path with the largest
minimum capacity (or select one randomly, if more than
one).

C. Fairness State of Network Traffic

Despite of having a larger selection of various fairness
relations, there are no exact algorithms known so far to find
the fairness point. In [7] it has been demonstrated how multi-
objective evolutionary algorithms can be used to approximate
fairness points. Only in case of maxmin fairness, such an
algorithm is known, and we want to make use of this fact
for focussing on the path selection problem.

The algorithm to find maxmin fair points in a network traffic
problem is based on the idea of bottleneck links. We shortly
want to recall the algorithm, known as Water Filling algorithm,
here. It is assumed that the network traffic starts with 0 on all

2226



paths and is increased equally, until one or more links become
congested. Then, the capacity of this link is divided by the
number of paths sharing this link, and this value is assigned
as traffic to the senders, which use these paths. These senders
are excluded from the following processing, the traffic amount
reached so far is subtracted from all capacities for each path,
and the procedure iterates, until no more sender remains.

It can be easily seen that by this procedure, an increase in
one traffic for a sender would necessarily result in the decrease
of an equal amount of traffic of another sender, or exceed the
capacity of a link.

Algorithm FSM: Fairness State of multi-path selection

1) Set the remaining set to the set of all paths. Set the traffic
for all sender si through their paths Πi to 0.

2) While the remaining set is not empy, perform the fol-
lowing steps.

3) For all links li used by the remaining paths, get the
number wi of paths that pass through this link.

4) Find the minimum of mi = ci/wi where ci is the
capacity of link li.

5) Add mi to the traffics for all senders through the links
with minimal mi.

6) Remove all senders through links, for which mi is
minimal, from remaining paths.

7) Set new capacities of network links ci ← ci − mi ∗ wi.

D. Evolutionary Computation

As already said before, the goal of the proposed optimiza-
tion procedure is to increase the network traffic for all senders,
while avoiding network congestion. But this goal cannot be
reached by maximizing the sum of network traffic, since this
can result in no traffic for some senders at all. Therefore we
are using the maxmin fairness state as an auxiliary objective,
a general concept proposed and applied in [8]. This will defi-
nitely reduce the total network throughput that can be achieved,
if neglecting the aspect of fair network ressource sharing, but
ensure that a non-zero (or better: non-least) amount of traffic
is allocated to each user. The performance of a set of paths,
connecting the senders with the receivers, then is evaluated by
the sum of the traffic through the network for all paths.

We are using an evolutionary approach to handle the re-
maining problem: the selection of paths. The setting is close to
a standard genetic algorithm, and in the following the structure
of the algorithm will be described.

Individual representation: Each individual of the pop-
ulation corresponds to a complete set of paths Πk (k =
1, 2, . . . , nT ) from sender nodes Sik

to receiver nodes Rjk
.

This representation is different from other evolutionary algo-
rithms (using bit-strings, syntax trees, grammars, vectors etc.)
but nevertheless straightforward. Other ways of representing
could be taken into account (e.g. a parametric description of
the path creation procedure), but we selected this approach
due to its direct representation of link sharing (and thus more
likely congestion).

Fitness: The fitness computation represents above-
mentioned paradigm. An individual is a set of paths from
senders to receivers. Given this, the maxmin fair state can be
found by using the FSM algorithm. The sum of send traffic
for all paths is the fitness of the individual path set.

Initialization of population: The population is initialized
by application of the MPS algorithm, but keeping all path
candidates and selecting randomly from them. One extra
individual equals to the path selected at the end of the MPS
algorithm to ensure that at least the performance of the greedy
strategy will be achieved.

Cross-over operator: Using the direct representation by
paths, also the cross-over can be handled in a straightforward
manner. By tournament selection, from two pairs of individuals
each the one with higher fitness is selected. A new path set is
created by selecting for each sender-receiver pair either from
the one or other individual in the ratio of the value of the
parameter cross-over ratio.

Mutation operator: Mutation is realized similar to the MPS
algorithm. For each path in the path set, and with probability
μmut, a neighbouring node to some node of the path is
selected. Then, the sender node is connected by one of the
shortest paths with this relay node, and the relay node on
one of the shortest paths with the receiver node. Loops are
removed. Thus we can favor the selection of still short paths,
to grant robustness of the approach.

Parameter: In order to make the approach applicable
in practice, the dimension of the algorithm should be kept
rather small (means smaller population sizes, less number of
generations).

Feasible space: Despite of the fact that the individuals are
representing path sets, the feasible space is defined from the
allocation of traffic amounts to the links being traversed by
these paths. It has to be ensured that the traffic does not exceed
the capacities at the links. This is a convex space, since if two
traffic amount vectors (having one component for each link)
stay below the maximum capacity, any convex combination
will also stay below maximum capacity. Thus, there is only
one point in the maximum set of the fairness relation, and it
can be found by the FSM algorithm.

Evolutionary algorithm: After explaining all necessary
steps, the evolutionary algorithm follows the processing of
any other evolutionary algorithm: at first, a population of m
individuals is created. Then, for a number g of generations
(or if some other stopping condition is meet), the following
is repeated. From the population at generation g (the parent
generation) m children are created by using cross-over, and
modified by mutation. From parent and children together, the
fitness values are computed, and the m individuals with highest
fitness constitute the population of generation (g + 1).

IV. RESULTS

We have conducted experiments on graphs with increasing
dimension d. Especially two graph types have been used: the
completely connected graph of nN = d nodes, and the Helm
graph with a ring of d nodes, having together nN = 2d + 1
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nodes. The capacities have been set as i.i.d. integer random
numbers from [1,100]. For convenience, only even d have been
used, and there were d/2 sender, sending traffic from half of
the ring (the ring spikes in case of Helm graph) to the other
half of the nodes (ring spikes). Thus, the selection of multiple
paths will necessarily produce sharing of links among different
sender-receiver pairs.

The setting of the evolutionary algorithm with path encod-
ing is given in table II. The population size and number of
generations is kept rather small.

TABLE II
PARAMETERS OF THE EVOLUTIONARY ALGORITHM USED IN THE

EXPERIMENTS.

Parameter Value
Size of population 10
Number r of path candidates 10
Crossover ratio 0.4
Mutation probability 0.1
Generations 50

We have compared the path selection by separate MPS
algorithm for each path with the evolved path selection. Table
III shows the average increase for 30 runs for the evolutionary
approach for several values of d. In general, an increase in
feasible traffic in the fair state of about 10% can be seen. The
results for Helm graphs are slightly larger, which can be seen
as a result of the larger number of nodes in this network. Also
the increase of the result for larger d shows that the larger
number of available nodes (and thus alternative paths) is in
advantage of the optimization procedure.

For larger d the performance is decreasing, but not very
strongly. Here, the limited number of generations (50) comes
into account. For larger graphs, the evolution has not converged
at this generation.

TABLE III
COMPARISON OF EVOLVED PATH SELECTION TO SELECTION BY MPS
ALGORITHM. THE INCREASE IN TOTAL TRAFFIC IN THE MAXMIN FAIR

STATE IS GIVEN IN %.

dimension d increase in %
Full Graph Helm Graph

6 4.77 15.33
8 7.97 16.83
10 7.6 18.53
12 8.33 12.1
14 9.13 9.07
16 10.56 11.4
18 12.1 10.577
20 8.33 13.23
40 7.0 8.12
80 1.72 6.73

Figure 2 shows an example for a Helm graph of dimension
10, and the evolved path selection. Table IV gives the corre-
sponding traffic amounts in maxmin fair state. For the Helm
graphs, the paths can be easily “untangled” by using the central
node (number 1). But nevertheless also link sharing happens
in this central links. We can also see advantages of not using
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Fig. 2. Example result for evolutionary adapted routing of 5 traffics in a
Helm graph with 10 nodes. The numbers next to the link indicate the randomly
assigned capacities, and the number(s) in brackets indicate the paths hat share
this link.

shortest paths. The traffic on path 5 goes from node 16 to node
21, but instead of passing from node 6 to node 1 directly, it
goes via node 5 and shares a link with traffic 4. Thus, it avoids
the bottleneck at link l1,6 with capacity 26, and can send at
higher rate 31 together with traffic 4 through link l1,5.

TABLE IV
SINGLE PATH TRAFFICS IN FAIRNESS STATE FOR THE FIVE PATHS IN THE

EXAMPLE SHOWN IN FIG. 2.

Path Fairmost traffic
Π1 = (12, 2, 1, 17) 25
Π2 = (13, 3, 2, 11, 1, 8, 18) 23
Π3 = (14, 4, 1, 10, 9, 19) 37
Π4 = (15, 5, 1, 10, 20) 13
Π5 = (16, 6, 5, 1, 11, 21) 31

V. CONCLUSION

In this paper, we have investigated an evolutionary concept
for traffic optimization in data networks under the constraint
of congestion avoidance. The concept is using user fairness
to ensure that the traffic will be shared in a more average
manner among all senders. Otherwise, it can happen that points
in feasible space are selected, where some user will not be
allowed to send into the network at all. The evolutionary algo-
rithm uses a population of individuals, where each individual
directly represents a set of paths. The fitness of an individual
is the total traffic in the maxmin fair state of the network.
Thus, the optimization is targeting the path selection, such that
the corresponding maxmin fair state has highest total network
traffic and also such that it is ensured that no user will not get
zero traffic allocated.
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The feasibility of the approach could be demonstrated on
some graphs with dimension 10 to 80, and, compared to the
“greedy” approach of selecting paths individually by selecting
the path with maximal minimum capacity among the shortest
paths from sender to receiver, an performance increase of about
10% could be achieved. This also demonstrates the potential
of global approaches in network control optimization. We
will evaluate the proposed approach in more realistic network
topologies.

Future work will focus on further optimization by using
other fairness concepts. Using maxmin fairness here had the
advantage that an exact algorithm is known to compute the
maxmin fair state from link capacities alone. For using other
fairness relations, heuristic methods will be also needed to
approximate the fairness states.

Moreover, the approach presented in this paper can be di-
rectly employed also for multi-path routing (simply by adding
nodes at the sender source nodes with unlimited capacities,
one for each multi-path of a sender). Thus, we may study this
approach for multi-path routing, and take into account that a
fairness situation may arise in this context as well (allowing
some users to send via multiple paths at network fair state may
increase or reduce the total traffic for this sender).
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